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Abstract chitecture, however, the amount of state information required
to be maintained at each router scales in proportion to the
In this paper, we study the effect of using FIFO or fair queu-number of concurrent flows, which can be potentially large on
ing on the end-to-end delay and jitter observed by CBR traffichigh-speed links. To address this scalability requirement, the
in large-scale networks, where: (1) the bandwidth requiredifferentiated servicearchitecture has been proposed [12].
ment and the packet sizes vary considerably across the CBRhis architecture achieves scalability by implementing com-
flows; (2) the class of CBR flows occupy different fractions plex classification and conditioning functions only at network
of the total link bandwidth; and (3) the class of CBR flows boundary routers (which process lower volumes of traffic and
share each network link with several other flows with differ- lesser numbers of flows), and providing service differentia-
ent packet arrival patterns. Our results provide an empirition inside the network for aggregated traffic rather than on a
cal basis to evaluate the effectiveness of FIFO and per floyer-flow basis [12].
scheduling for CBR flows, as well as guidelines for deploy-

ing CBR services in the Intemnet. An example of this philosophy is the Virtual Leased Line

service model [8, 12]. This service model guarantees a re-
served rate to a flow. Flows requesting this service are shaped
1 Introduction to constant bit rate (CBRilows, and the packets of the flow

are then marked as belonging to a particular service ctess (
The Internet has traditionally supported thest-efforservice  pedited forwardingservice class in [8]) by appropriately set-
model in which the network offers no assurance about whertjng the Type-of-Service (ToS) byte in the IP header of the
or even if, packets will be delivered. This service model hagacket [11]. The routers transmit packets belonging to this
proved to be adequate for elastic applications (e.g., ftp, telservice class in the first-in-first-out (FIFO) order. To ensure
net, and http) that tolerate packet delays and losses rath#érat the rate guarantees of the flows can be met, the routers
gracefully. With the commercialization of the Internet andemploy appropriate scheduling algorithm to ensure that on
the deployment of inelastic continuous media applicationsany given link, the rate available for this service class is at
however, the best-effort service model is increasingly becomleast the aggregate of the reserved rates of flows that request
ing inadequate. For example, to meet the timeliness requirghe Virtual Leased Line service. Note that this service does
ments of digital audio and video playback, most multimedianot guarantee an upper bound on delay; however, it is ex-
applications require greater predictability with respect to endpected to closely resemble the service offered by a leased line.
to-end delay and bandwidth than that offered by the current
best-effort networks. To facilitate the co-existence of thesc?/i c
emerging applications with conventional elastic applications
there is an increasing need for designing networksadtiter-
entiatebetween the services provided to different customer
and applications.

The design of the Virtual Leased Line and other such ser-

e models are based on the following conjecture: If all the
flows belonging to that service class are smoothed to CBR at
the source or the ingress routers and if the bandwidth avail-
Able to the service class is at least as large as the aggregate

0 hi f hievi ice diff . rate of all the flows, then FIFO scheduling of packets be-
one arc ltecture for achieving service di eren'glatlon re'Ionging to the aggregate is sufficient. The validity of this
quires (1) networks to employ per-flow scheduling algo-

. : .conjecture is essential for the deployment of many proposed
rithms [3, 16] and (2) sources and receivers to exchange SI%’ervices; yet, very little is known about: (1) the end-to-end

naling messages that establish packet classification and fo&'ela and iitter observed by packets belonging to the CBR
warding state on each router along the path [14]. In this a y I Serv yp S ging

Mows as they travel through many routers, and (2) the sizes of
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Research, Floram Park, New Jersey. allows variable-size network layer packets. We discuss in de-




tail the related work in Section 6. algorithms, since it has been shown that fairness is a desir-
In this paper, we study—through simulations—the effectable property of algorithms [3], we restrict our attention to
of using FIFO or fair queuing on the end-to-end delay andthe class of fair queuing algorithms in GR.
jitter observed by CBR traffic in large-scale networks, where:  Now, consider a network where all the flows are smoothed
(1) the bandwidth requirement and the packet sizes vary coreut to CBR at the edge of the network (as is the case in the
siderably across the CBR flows; (2) the class of CBR flowsVirtual Leased Line service model). Since a CBR flow has a
occupies different fractions of the total link bandwidth; andburst size of one packet, from (1), we conclude that the end-
(3) the class of CBR flows shares each network link withto-end delay guarantee for a CBR flow in case of fair queuing
other flows with different packet arrival patterns. We find thatis:
the difference between the end-to-end performance of CBR L =X ; =K ;
flows yielded by FIFO and fair queuing is significant in net- KR_f + Z B'=KxlI;+ Z s ©
works that service flows with substantially different packet =1 =1
sizes. Since the current Internet allows flows to use differenwhere]f = RL is the inter-packet spacing for the CBR flows.
packet sizes, our results provide engineering guidelines for FIEQ does not provide such a bound. However, it is con-
deploying CBR services in the Internet. jectured that due to the elimination of traffic bursts at the edge
The rest of the paper is organized as follows. In Section 2gf the network, the queues at network switches may never
we provide a context for comparing the performance of FIFOQyrow to a significant size; therefore, FIFO may provide worst-
and fair queuing for CBR flows. In Section 3, we describecase delays that are comparable to the delay bounds guaran-
our experimental setup, selection of experimental parameterged by fair queuing algorithms. The main objective of this
and the metrics for our evaluation. Sections 4 and 5 discusgork is to evaluate—through simulations—the validity of this

results of our experiments. Section 6 describes the relategbnjecture in the context of large-scale networks.
work, and finally, Section 7 summarizes our conclusions.

3 Experimental Methodology
2 Problem Formulation

We have developed a network simulator using CSIM [1] to
FIFO is the simplest known discipline for scheduling flows study the effect of using FIFO or fair queuing on the end-to-
in a network; it transmits packets in the order of their arrival.end performance of CBR traffic in large-scale networks. In
The simplicity of FIFO, however, comes at a cost—it is well- this section, we describe our simulation environment, the de-
known that FIFO does not protect flows from each other; z8ign of our experiments, and the metrics for the performance
burst of packet arrival from a flow affects the performance ofevaluation.
all the other flows sharing the network. Thus, in a network
with bursty_traﬁic, FIFO does not provide end-to—e_:nd delay3 1  Simulation Environment
and bandwidth guarantees to flows. Furthermore, it has been
shown that FIFO preserves or increases bunching of packe&1.1 Network Topology

within a flow [4], thus worsening the end-to-end delay and . . . .
For our experiments, we consider a linear, multi-hop network

jitter as the size of the network increases. topology (see Figure 1(a)). This network model is fairly gen-
To address the limitations of FIFO, several different packe%ral and has been used in literature [7, 9, 10, 15]. Mgt

sch_edulmg a_Igor_lthms have been proposed_ [3, 16]. These a Jenote a linear, multi-hop network topology withrouters,
gorithms maintain a per-flow state and provide bounded end-

to-end delay guarantee to a flow regardless of the behavior %ﬂd letR; (i € [1,n]) denote thath router in the topology.

ther i in th work. | ticular. it has b h iven such a topology, we are interested in the end-to-end
other Tlows In Ihe network. In particutar, 1t has been s OWnperformance ofagged traffic which refers to the set of CBR
that for a leaky bucket flow, a network employing the Guar-

; . flows that enters the network topology at roufer and tra-
anteed Rate (GR) scheduling algorithms [5] guarantees th h lti-h K | ficall
the maximum end-to-end delay is bounded by Ferses the mult op network topologdy,,. Specifically, we

measure how the characteristics of the individual CBR flows
K aggregated in the tagged traffic are altered as they interact

L (K-1)L 35 (1)  With other CBR aggregates (referred to as thess traffig

Ry Ry = that enter and depart the network at each router along the path.

We model each router in this network as having three in-

whereo, L, and Ry, respectively, denote the burstiness, theput ports (i, I>, and I3) and three output ports0y, O,,
maximum packet size, and the bit rate requirement of thendOs3). Each input port de-multiplexes 1/3 of its flows to
flow; K is the number of hops the flow is traversing; andeach of the three output ports (see Figure 1(b)). Using these
B* is a constant that depends on the scheduling algorithm abuters, we construct the linear, multi-hop network topology
switchi. Though this result is applicable for a large class ofM,, as follows: M,, consists ofn routers such that, for all



Crosstraffic n
entering the tagged path

o U U SR W

waffic \___/
R1 HRZ \H] R3 Rn
13
Cross traffic
leaving the tagged path
(a) Network Topology (b) Router Architecture

Figure 1 : Simulation environment: network topology and router architecture

(1 <1 <n-—1),the output porO, of routerR; is connected reasonable values femallandlarge?
to the input portl; of routerR; ;. Through each router port,
an aggregation of CBR flows enters the network. We refe

to 1/.3 of the flows entering poﬁ% of routerR, as the tagged width and fixed size (512 Bytes) packets. The CBR flows en-
trafﬂg. For each router, the trafflc.routed t(? the output piyt tering the network were selected from two classes: (1) flows
consists of: (1) The tagged traffic (entering the router from s, pit rates in the range 1.5-5 Mbps, and (2) flows with bit
portl>); (2) 1/3 of the f'OWS e”te”f?g from input paft; and rates in the range 32-95 Kbps. The bit rate for each flow was
(3) 1/3 of the flows entering from input paf§. We referto  gqjacted randomly from the respective ranges. Flows from
flows entering frpm portd; and I ,that are routed FO POIt  oach class were assigned equal share of the link bandwidth.
0 as cross traffic. All of the remaining traffic entering each,q jink ytilization was set to 97%. For this experimental

router is routed to port®; andOs. ~ setup, we measured the burstiness of the tagged traffic ema-

The above topology ensures that: (1) the tagged traffic thalaiing from port, of each router in thé/ topology. Since
enters the network at routét; is routed all the way through 5| the flows have the same packet size, we measure burstiness
the multi-hop networkM,, and (2) the cross traffic enter- i, terms ofindex of dispersion for intervals (IDJJDI mea-

ing the network at router; (i € [1,n]) interferes with the g, re5 the variability of packet arrivals at various time sdales
transmission of the tagged traffic for a single hop, and Ieavepigure 2 plots the IDI values observed for the tagged traf-

the netyvork .at rquteR,»H. This tppology facilitates experi- fic, assuming that packets are scheduled at the routers using
mentation with different compositions of the cross traffic andg | gng WEQ+ . The results indicate that: (1) although
different network depths. the variability in the inter-packet arrival times for individual
flows may increase as CBR flows traverse through a multi-

3.1.2 Modeling Cross Traffic hop network, the IDI values for the aggregate tagged traffic

_ . . reduces with increase in the hop count; and (2) IDI values for
The extent to which the cross traffic entering each router afthe aggregate tagged traffic does not change appreciably af-
fects the characteristics of the CBR flows in the tagged traffiger 4 hops. Hence, for the rest of this paper, we will assume
depends on thburstinesf the cross traffic. Note that, al- that the cross traffic entering pdit of each router in the net-
though we have assumed that each flow entering the netwoikork has traveled through 1 or 2 network hops, and the traffic

is shaped to CBR at the source, the aggregate cross traffigtering portls has traveled through 4 hobs
entering each router may be bursty. This burstiness results
from: (1) the inherent differences in the bit rate requirements
and the phases of the CBR flows, and (2) the traffic distortions  i1he I for an inter-arrival procesgx; } is formally defined as [6]:
in the network.

To reasonably approximate this burstiness, we model the nxvar(Y0_ Xiph)
cross traffic entering at each router in the network as consist- Ji(n) = B[S _X'+k]
ing of two types of flows: (1) flows that are at the beginning k=1
of their routes or have traversed througbraall_number of i the process is wide-sense stationary, thtn) — J(n) for all i. The
routers, and (2) flows that are at the end of t.he” routes or havgnction J(n) describes the variation in the inter-packet arrival process at
traversed throughlarge number of hops. This model closely different time scales. Note that for CBR flows(n) = 0, while for a Pois-
approximates the current Internet—each backbone router issn arrival process/(n) = 1 for all n.

! 2 - .
small number of hOpS away from some set of hosts while be- Note that our experiment to measure the burstlness of the aggrggate
flows was conducted for a network with fixed packet size. The conclusions

ing_far away_from some (_)thers- Given thiS_ mOdel’ the interyresented here may change slightly if the above experiment is repeated in a
esting question in modeling the cross traffic is: what are theifferent network environment.

To address this question, we conducted an experiment with
B seven-hop network topologW4;) with 40Mbps link band-
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Figure 2 : IDI values for traffic emanating from routd?; (i € [1, 7]) in an M7 network topology.

3.2 Design of Experiments Experiment 2: In this experiment, we evaluate the effect of
increasing the number of hops that the tagged traffic tra-
verses through on the end-to-end performance of indi-
vidual CBR flows. This allows us to draw conclusions
about large networks.

We conduct two sets of experiments; one for the network en-
vironment that supports a single class of service (namely the
CBR service class), and the other for the network environ-
ment that simultaneously supports multiple service classes.

Experiment 3: In this experiment, we study the impact of
3.2.1 CBR Networks different network utilization levels on the results of Ex-

In this set of experiments, we compare the end-to-end per- periment 1 and 2.

formance of CBR flows in networks where each router em-
ploys either FIFO or Worst-case Fair Weighted Fair Queuing
(WF?Q+ ) [2] to arbitrate access to link bandwidth, and (1)
all flows are shaped to CBR at the source or at the ingres3.2.2 Multi-class Networks

routers, and (2) all the flows request the same class of service, . . . ) .
We experimentwith different compositions of CBR flows and The differentiated services architecture is expected to support
different network configurations. many different types of end-to-end services. A network can

enable the co-existence of these services by employing packet
Experiment 1: A CBR flow f; is characterized by specify- scheduling algorithms to protect application classes from one
ing its bit rate requirement; and its packet sizg. In  another. Figure 3 depicts such a scheduling framework with
a large-scale network, such as the Internet, botind £ service classes (denoted 6y, Cs, ..., Ci). The link band-
[; may vary considerably across the CBR flows. In thiswidth available to a service class is proportional to its weight
experiment, we systematically evaluate the effect of het{denoted byw; , ws, ..., ws,). The proportionate fair allocation
erogeneity along each of these two dimensions on thef link bandwidth among classes is achieved byA@F ; the
end-to-end performance of individual CBR flows. We transmission order of packets belonging to a service class is
simulate the following three network environments. determined by a class-specific scheduler.

The objective of this set of experiments is to compare the
end-to-end performance of CBR flows in network environ-
ments that: (1) supports multiple service classes, (2) uses
WF2Q+ to allocate link bandwidth among the service classes,
and (3) uses either FIFO or W8+ to determine the order for

2. Anetwork environmentin which all flows have the transmitting packets belonging to the CBR service class. We
same bandwidth requirement, but the packet sizgonduct the following experiments.

for the flows are different.

3. A network environment in which the bit rate re- Experiment 1: Flows that belong to other service classes
quirement as well as the packet sizes vary consid-  may follow different packet arrival processes. In this
erably across flows. The current Internet is an ex- experiment, we study the effect of two different arrival
cellent example of such a network. processes—back-logged and on-off—for flows belong-

We present the results of these experiments in Section 4.

1. A network environment in which all CBR flows
have different bandwidth requirements, but the
packet size for all the flows is the same. ATM net-
works are good examples of such environments.
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of length(d™2® —d™") to reconstruct the nominal delay
d***. Sincer; denotes the bandwidth requirement for

flow f;, the total build-out buffer (in terms of bytes) can

be estimated asB = [(d!*® — d"") xr;]. We de-
termine the build-out buffer required for each flow, and

then derive the average build-out buffer requirement.

4 Evaluation of CBR Network

wk

In this set of experiments, we compare the end-to-end per-
formance of CBR flows in network environments where each

router employs either FIFO or WB+ to arbitrate access to
link bandwidth, and: (1) the CBR flows have heterogeneous
requirements; (2) CBR flows traverse different number of
. . hops; and (3) the average network utilization levels are differ-
ing to other service classes on the end-to-end perforant, For each of these experiments, we simulate a linear, 20-
mance of CBR flows. hop network topologyX/»o), with 40Mbps link bandwidth.

Figure 3: Scheduling framework for each output port

Experiment 2: In this experiment, we evaluate the effect of

supporting different number of service classes on thet.1 Heterogeneity in CBR Flows

end-to-end performance of CBR flows. We experiment with tagged traffic consisting of flows selected

Experiment 3: In environments that support multiple ser- from two classes; we vary the ratio of the average packet ar-

3.3 Performance Measures

vice classes, different fractions of the total link band-rival rates of the flows belonging to the two classes from 10

width may be available to the CBR service class. In thisto 100. Note that, for a CBR flow, the rate of packet arrival

experiment, we determine the effect of allocating differ-iS given byr;/l;, wherer; and/;, respectively, refer to the

ent fractions of the total link bandwidth to the CBR class bandwidth requirement and packet size for fifw Hence,

on the end-to-end performance of individual CBR flows. we construct flows that belong to these classes either by ap-

propriately controlling-;, I;, or both. We assume that flows

We present the results of these experiments in Section 5.belonging to each class get an equal share of the link band-
width. Moreover, we select flows from each of these two
classes such that the overall network utilization is 97%.

We use the following three metrics for our evaluation:

1. End-to-end queuing delayFor each flowf;, we mea-

2. Normalized inter-packet separatiofror each flow, we

3. Build-out buffer size This is the size of the buffer re-

4.1.1 Heterogeneity in Bandwidth Requirements

e = . We simulate a network environment where all CBR sources
sure the distribution of the end-to-end queuing delay,a e packets of size 512 bytes, but their bandwidth require-
(d;}—the difference between the end-to-end delay angy o s are selected from intervals such that the ratio of average
the propagation latency—suffered by its packets. bandwidth requirement of flows belonging to the two classes
varies from 10 to 100. Figures 4, 5, and 6 depict the results
measure the distribution and the variance of the normal®f our simulations. The following conclusions can be derived

ized inter-packet separation at the destination. The noffom these figures.
malization is performed with respect to the inter-packet
spacing of the CBR flow at the source. This measures
the extent to which a CBR flow is distorted while it trav-
els through multiple routers.

1. Unlike FIFO, which schedules packets in the order of
their arrival, WEQ+ schedules packets in the increas-
ing order of their finish tags [2]. Since finish tag com-
putation is governed by the inverse of the packet arrival
rate, WEQ+ provides lower end-to-end queuing delay

quired at the destination node to restore the spacing be-
tween packets to its initial value at the source. We esti-
mate the build-out buffer size as follows.

Let d™" andd™e?, respectively, refer to the minimum
and the maximum delay suffered by packets of flfw
Then, all packets that experience the minimum delay
d™™ have to be buffered at the destination for an interval

to flows with high packet arrival rate while increasing
the end-to-end queuing delay for flows with low packet
arrival rates. Figure 4 illustrates this behavior.

Perhaps a more interesting observation is that the end-to-
end delay distributions do not change significantly with

increase in the ratio of average packet arrival rates of the
two classes of flows. Since this experiment assumes that
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packet sizes are identical for all flows, Figure 4 suggests
that FIFO may be adequate for supporting CBR services
in ATM networks (similar result was also noted in [6]).

2. Figure 5 illustrates that for flows with higher rates of
packet arrival, the variance in the normalized inter-
packet spacing increases with increase in the hetero-
geneity of CBR flows. For flows with low rates of packet
arrival, on the other hand, the variance for both FIFO
and WEQ+ does not change appreciably. For FIFO,
the maximum inter-packet spacing at the destination is
about 3 times the corresponding value at the source; for
WF?Q+ , the maximum is about 1.5 times.

3. Figure 6 indicates that the average build-out buffer re-
quirements for flows with high arrival rates increase with
increase in in the ratio of average packet arrival rates of
the two classes of flows. Furthermore, FIFO requires
about 4 times larger build-out buffer size than ¥R .

For flows with low arrival rates, on the other hand, the
build-out buffer size does not depend on the ratio.

Note that, for flows with high rates of packet arrivals,
Figure 4 indicate that the maximum and the minimum
delay observed by packets do not appreciably change
with increase in heterogeneity. Hence, the increase in
the build-out buffer size can be attributed predominantly
to the increase in the bandwidth requirement of flows.

4.1.2 Heterogeneity in Packet Sizes

We simulate a network environment where all CBR flows
have the same bandwidth requirement (namely, 113 Kbps),
but their packet sizes are selected from intervals such that the
ratio of average packet sizes of flows belonging to the two 3
classes varies from 10 to 100. To obtain this range, we kept
the interval of smaller packet sizes fixed, and changed the in-
terval from which larger packet sizes are chosen. Note that
the larger the packet size, the smaller is the rate of packet ar-
rivals. Figures 7, 8, 9, and 10 plot results of our experiments.

1. Figure 7(a) indicates that under W@+ scheduling, the
end-to-end delay suffered by flows with high packet ar-
rival rates does not change appreciably; however, with
FIFO, the end-to-end delay increases substantially. Fig-
ure 7(b) indicates that, with increase in packet size,
and hence an increase in the inter-arrival time for pack-
ets, flows suffer a larger end-to-end queuing delay with
WF2Q+ . With FIFO, however, the end-to-end queuing
delay does not change appreciably.

Note that since the packet size interval for smaller pack-
ets is kept fixed, the packet arrival rate for the corre-

Hence, to put the results presented in Figure 7 in context,
consider Figure 8, which plots 99.9%-percentile of the

the normalized end-to-end queuing delay for each flow;

the normalization is done with respect to the inter-arrival

time at the source of packets for each flow.

Figure 8(a) indicates that the 99.9%-percentile normal-
ized end-to-end queuing delay suffered by flows in a
class increases with the increase in the packet sizes for
flows in the other class. Furthermore, the flows suffer
almostan order of magnitude higher end-to-end queu-
ing delay with FIFO than with WEQ+ . Figure 8(b),

on the other hand, indicates that, although the absolute
end-to-end delay for flows with low packet arrival rates
increases with increase in the heterogeneity in packet
sizes, the normalized delay does not change apprecia-
bly. This illustrates that the increase in absolute end-to-
end queuing delays for these flows is in proportion to the
increase in their packet sizes.

2. Figure 9 indicates that the variance of the normalized

inter-packet separation at the destination increases with
increase in ratio of packet sizes of the flows belonging
to the two classes. For flows with a higher frequency
of packet arrivals, the variance increases from 0.05 to
0.63 for FIFO, and from 0.004 to 0.21 for W8+ when

the ratio of average packet sizes for the two classes in-
creases from 10 to 100. The variance in the normalized
inter-packet separation at the destination is not signif-
icant for flows with low packet arrival frequency. For
FIFO, the maximum inter-packet separation at the desti-
nation is about 10 times the corresponding value at the
source; for WEQ+ the maximum is about 3 times.

Figure 10 indicates that the average build-out buffer re-
quirement increases for flows belonging to both classes,
which is consistent with the increase in the end-to-end
queuing delay. For flows with higher packet arrival rates,
the build-out buffer requirement for FIFO is about an
order of magnitude larger than B8+ ; for the other
class of flows, WEQ+ requires twice as much build-out
buffer as FIFO. It is interesting to note that although the
number of packets that need to be buffered at the desti-
nation is dramatically higher for flows with high packet
arrival rates than its counterpart, due to the heterogeneity
in packet sizes, the maximum buffer space requirements
for the high frequency flows under FIFO is similar to
that of low frequency flows under W+ .

4.1.3 Heterogeneity in Bandwidth Requirements

and Packet Sizes

sponding flows remains unchanged. On the contraryin this section, we study the effect of heterogeneity in both
for the flows with smaller packet arrival rates, increas-the bandwidth requirements or the packet sizes on the end-to-
ing the packet size reduces the arrival rate even furtheend performance of CBR flows. To conduct this experiment,
(and thereby increases the inter-arrival time for packets)we simulate a series of network environments with different
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Figure 10 : Average buffer space required at destination to rebuild a CBR flow

ratios of packet sizes (namely, 5, 30, 60, and 120) for the twearly with increase in the number of hops traversed. The nor-
classes of flows. For each environment, we selected the bandialized inter-packet spacing, on the other hand, increases at
width requirement of flows such that the ratio of packet arrivalfirst with increase in the hop count, but saturates after a few
rates (or inter-packet separation) varied from 15 to 130. Fighops (see Figure 13). This illustrates that even with FIFO, the
ure 11 depicts the results of these experiments. traffic distortion observed by CBR flows is bounded.

Figure 11(a) plots the 99.9%-percentile of the distributions For the case where high-bandwidth flows use small packet

of the end-to-end queuing delay. It indicates thatfornetworkssmes and vice versa, Figures 12 and 14 also illustrate that

that support (.:BR ﬂOWS. with small het.erogener[y n paCI(etfor high-bandwidth flows: (1) the end-to-end queuing delay
sizes, increasing the ratio of packet arrival rates (by Changmgbserved by high-bandwidth flows is almost two orders of
the ratio of bandwidth requirements of flow classes) does noﬁwagmtude larger with FIFO than V§B+ : and (2) the build-

However, for network environments that support larger het-
erogeneity in packet sizes (e.g., packet size ratios of 60 and

120), increasing the ratio of packet arrival rates increases the

maximum end-to-end delay suffered by flows with high ar-

rival rates. Figure 11(b) supports that same conclusion with

respect to the normalized inter-packet separation. 4.3 Effect of Network Utilization

4.2 Effect of Network Depth In the previous sections, we had conducted all the experi-
ments assuming a network environment at 97% utilization.
n this section, we evaluate the effect of different network
utilization levels (ranging from 40% to 97%) on the results
presented in previous sections. Figures 15, 16, and 17 plot
the results of this experiment.

In this section, we evaluate the effect of network depth (i.e.
the number of hops that a flow traverses through) on the en
to-end performance of CBR flows. For this experiment, we
select CBR flows from two classes: (1) flows with bit rates
in the range 1.5-5 Mbps, and (2) flows with bit rates in the
range 32-95 Kbps. The bit rate for each flow was selected Figures 15 and 17 indicate that for flows with high packet
randomly from the respective ranges. For these flows, warrival rates, for FIFO scheduling, the end-to-end queuing de-
consider three possible scenarios for packet sizes: (1) highay and build-out buffer size reduce by a factor of 10 as the
bandwidth flows use large packet sizes, and vice versa; (2)etwork utilization decreases from 97% to 40%. The per-
all flows have the same packet size; and (3) high-bandwidtformance under WHQ+ remains mostly unaffected. Inter-
flows use small packet sizes, and vice versa. These selectioastingly, in the presence of heterogeneous CBR flows, FIFO
yield CBR flow classes with ratios of packet arrival rates ofyields higher end-to-end queuing delays thanA@F even at
2, 36, and 540, respectively. Figures 12, 13, and 14 plot thd0-50% utilization. For flows with low packet arrival rates,
results of these experiments. on the other hand, the end-to-end queuing delay and buffer
Figures 12 and 14, respectively, indicate that the 99.9%size reduces for both FIFO and W@+ . Figure 16 illus-
percentile of queuing delay suffered by flows and the averag&ates that normalized inter-packet spacing at the destination
build-out buffer requirement at the destination increases linis independent of the network utilization levels.
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Figure 17 : Buffer space required to rebuild a CBR stream at the destination

5 Evaluation in Multi-Class Networks traffic classes are on-off sources.

The objective of thig set of experiments is to compare the ends_z Number of Other Traffic Classes

to-end characteristics of CBR flows in networks that support

multiple service classes, each receiving a fair-share of the linkVe simulate network environments that support 2 through 16

bandwidth according to its weight. We consider network scedifferent service classes. Independent of the number of ser-

narios where FIFO or WIQ+ is used to arbitrate access to vice classes, we assume that the CBR service class receives

link bandwidth among flows within the CBR class and (1) 50% share of the link bandwidth. Figures 20 and 21 plot the

flows in the other service classes have different arrival patresults of these experiments (for afy, topology). They in-

terns; (2) different numbers of service classes are supporteticate that, due to fair allocation of link bandwidth among the

by the network; and (3) different fractions of the total link service classes, the end-to-end performance of flows in the

bandwidth are available to the CBR service class; CBR service class is affected only marginally with increase
For each of these experiments, the CBR class is composéa the number of service classes.

of flows with bandwidth selected from two intervals of 1.5-

5 Mbps and 32-96 Kbps. The packets of all flows are 5125 3 percentage link bandwidth to the CBR

bytes in length. The network utilization level is set to 97%. class

The link bandwidth is scaled to an appropriate value so as

to ensure that the CBR service class receives 40 Mbps link this experiment, we simulate network environments with
bandwidth. 15 other service classes sharing the link bandwidth with the

CBR service class, and vary the percent share of link band-
width available to the CBR service class from 10% to 100%.
Figures 22 and 23 plot the results of this experiment (for an

We simulate network environments with 15 classes of eithef/20 topology). The figures indicate that with W@+ , the
permanently back-loggeat on-offtraffic sources, competing end-to-end performance of CBR flows does not change ap-
for 50 % of the link bandwidth with the CBR class. The on- Preciably for different fractions of link bandwidth availability.
off sources have an average on-time and off-time of 10 mé&lowever, with FIFO, the end-to-end queuing delay increases
and 100 ms respectively. Figures 18 and 19 plot the 99 go4vith reduction in the percentage of the link bandwidth avail-
percentile of the normalized end-to-end queuing delay an@ble to the CBR class.
inter-packet separation observed at the destination as the CBR
flows traverse a different number of hops. 6 Related Work

These figures indicate that the end-to-end performance of
the CBR flows is independent of the arrival pattern of theThere have been several analytical studies for evaluating the
cross-traffic classes. This is because fair allocation of linkend-to-end performance of CBR flows. Roberts and Vir-
bandwidth among the different classes of service masks anamo [13] derive bounds on the queue size distribution for
adverse effects of bursty arrival of packets for other servicesuperposed CBR streams with heterogeneity in their peri-
classes on the performance of CBR flows. Hence, for th@ds. Matragi et al. [10] provide techniques for estimating the
remainder of this section, we will assume that all the crossend-to-end jitter incurred to CBR traffic in an ATM network.

5.1 Arrival Pattern of Competing Traffic
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Figure 22 : Cumulative distribution of normalized end-to-end queuing delay - for different percentage of link bandwidth
available to the CBR class
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