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Abstract

Periodic broadcast schemes have been proposed as a
scalable solution for the implementation of Video–on–
Demand (VoD) systems. Efficient periodic broadcast
schemes fragment each video into a number of segments
assuming that the videos are encoded using Constant Bit
Rate (CBR) coders. We focus instead on the more effi-
cient and commonplace class of Variable Bit Rate (VBR)
encoded videos. The claim made in this paper is that the
significant bit rate variability of VBR video requires a dif-
ferent fragmentation approach for the construction of peri-
odic broadcast schedules. Rigid fragmentation techniques
do not consider the particular video traces and may re-
sult in traffic which exceeds the available broadcast link
capacity and can lead to increased data losses. Remark-
ably, all known periodic broadcast schemes use rigid frag-
mentation techniques. We introduce a new fragmentation
scheme, Trace–Adaptive Fragmentation (TAF), which de-
rives improved broadcast schedules for VBR video. Essen-
tially, increased processing time for an off–line optimization
process is traded off for improved data loss performance
while also satisfying a prescribed maximum playout latency.
Numerical results show the benefits, feasibility and flexibil-
ity of the proposed scheme.

1. Introduction

In recent years, several techniques have been pro-
posed for the implementation of scalable Video-on-Demand
(VoD) systems [1, 2, 3, 6, 8, 7, 9, 10, 11, 12, 14, 15].
The techniques can be categorized into (a)batched multi-
castand (b)periodic broadcastschemes. Batched multi-
cast schemes collect user requests (“batching”) over suc-
cessive time intervals. The subscribers requesting the same
video within the same interval will receive the video stream
through a single multicast of the entire video. Periodic

broadcast schemes, as the name suggests, operate by peri-
odically broadcasting the same video. Depending on the ex-
act scheme, the video is transmitted as one complete unit or
fragmented into separate segments and each segment trans-
mitted over a different channel. The lengths of the seg-
ments, normalized relative to the first segment, is also called
thebroadcast seriesof the periodic broadcast scheme.

Compared to batched multicast, periodic broadcast
schemes are considered scalable because they bypass the
need to process individual user requests. The transmis-
sion schedules used by periodic broadcast are determined
off–line. In this sense, the periodic broadcast schemes for
VoD can be seen as an evolution of earlierteletext broadcast
schemes [4]. The computation of the schedules can account
for the popularity of the videos and the maximum tolerable
latency between the time a subscriber activates its set–top
box (“tunes-in”) and the point at which the uninterrupted
playout of the entire video can start. Clearly, an objective
is the minimization of the delay between “tune-in” and start
of playout, hereafter called theplayout latency.

The periodic broadcast schemes require large bandwidth,
especially if short playout latency is required. The band-
width allocated for the transmission of all the segments
comprising a video is several times the bandwidth necessary
to transmit a single instance of the video from beginning to
end at its nominal frame rate (also calledconsumption band-
width of a video). In addition, the broadcast schemes im-
pose particular synchronization relations between the differ-
ent segments of the same video. Finally, the bandwidth re-
quirements are further compounded by the fact that most pe-
riodic broadcast schemes assume Constant Bit Rate (CBR)
coded video. It has been observed [5] that, for the same
video quality, the average CBR bandwidth demands far ex-
ceed the average bandwidth demands of Variable Bit Rate
(VBR) coded video. In addition, VBR coding schemes are
becoming commonplace (MPEG-1 and MPEG-2) and ex-
tensive libraries of video material are already available in
VBR form.



The technique presented in this paper is suitable for VBR
as well as for CBR coded videos. The work is influenced by
the CCA [7] periodic broadcast schemes and by recent ad-
vances towards the periodic broadcast support of VBR en-
coded videos [14]. We expand the class of CCA schemes
in a way that allows us to derive a set of alternative frag-
mentations while still satisfying the desired playout latency
constraint. The wealth of fragmentation choices provides
direct benefits for VBR coded videos. Namely, different
fragmentations can result in drastically different data loss
performance (due to limited link capacity). We exploit this
property to expand the results of [14] by adopting a per–
video fragmentation scheme which results in less data loss
than the standard “rigid” fragmentation employed in [14].
The selection of the optimal fragmentation scheme from all
the feasible ones is the subject of an off–line optimization
process. The resulting scheme, called Trace-Adaptive Frag-
mentation (TAF), combines and improves the properties of
[7] and [14].

The rest of the paper is organized as follows: Section 2
provides a review of the related research. Section 3 out-
lines the scope of the paper and the assumptions made.
Section 4 provides the characterization of the two impor-
tant quantities of this study, the playout latency and the data
loss probability. Section 5 provides in detail the proposed
Trace–Adaptive Fragmentation (TAF) scheme. Section 6
summarizes our experimental results and Section 7 provides
an overview and conclusions as well as areas of future re-
search.

2. Related Research

Batched multicast schemes are particularly inefficient for
the distribution of popular videos. Assuming a two hour
long video and batching intervals of 5 minutes, a popular
video may result in as many as 24 concurrent multicasts of
the same video. Reducing the replicated transmissions is
possible if the batching interval is increased, thus resulting
in worseplayout latency for the most popular videos.

It has been repeatedly shown in the literature that the
popularities of videos follow the Zipf distribution. A typ-
ical skew factor for a Zipf distribution representing video
preferences is 0.271 (see [6]). That is, most of the demand
(80%) is for a few (10 to 20) very popular videos. Peri-
odic broadcast schemes can then be used for the popular set
(“hot set”) of videos while a form of batched multicast can
be used for the less popular set (“cold set”). Thus, batched
multicast schemes are still valuable for scheduling the cold
set. In the following we focus in the distribution of hot set
videos using periodic broadcast.

The staggered periodic broadcast of entire videos [6]
is a scheme that requires bandwidth inversely proportional
to the playout latency objective. For example, on a 155

Mb/sec link, multiplexing the broadcast of ten two-hour
long movies (each encoded at 3 Mb/sec) we cannot pro-
vide a playout latency better than 24 minutes. Moreover,
this type of staggered broadcast demands large secondary
storage capacity and high secondary storage I/O capabili-
ties at the set–top box. The solution to these issues is the
fragmentation of the complete video into a sequence of seg-
ments. The first segment can be short such that its broadcast
can be repeated very often resulting in short playout latency.
The complexity lies in the timing of the broadcast of sub-
sequent segments such that no starvation of the receiver oc-
curs. Moreover, the receiver can employ secondary storage
to store (completely or partially) segments in anticipation of
their playout.

The Pyramid Broadcasting (PB) presented by
Viswanathan and Imielinski [15] was the first scheme
to reduce the playout latency using fragmentation. In PB,
each segment is broadcast on a separate channel. However,
PB’s drawbacks are (a) the large client buffer size which
is usually more than 70% of the entire video and (b) the
high disk bandwidth required to write data to disk as
quickly as received. A number of efficient protocols have
been proposed to address these issues. Aggarwal et. al.
proposed the Permutation-based Pyramid Broadcasting
(PPB) [2] which reduces the buffer size requirements down
to approximately 50% of the video. Skyscraper Broad-
casting (SB) presented by Hua et. al. [8] substantially
reduces the disk to approximately 10% of the video using a
novel fragmentation technique and a different broadcasting
scheme. Recently, Hua et. al. proposed a Client-Centric
Approach (CCA) [7] which incorporates the restriction on
how many channels a receiver can download at any point in
time.

Overall, the above periodic broadcast protocols (PB,
PPB, SB, CCA) share a similar structure, that is, equal
bandwidth for all channels and increasing size of segment
lengths. CCA has shown the best performance by making
maximum use of the client bandwidth and keeping a lower
buffer space requirement. The bandwidth requirements of
this family of protocols, for reasonable playout latencies, is
roughly 7 times the video consumption bandwidth.

Another approach to periodic broadcasting schemes, that
of Harmonic Broadcasting and its variants, exhibits a dif-
ferent structure, i.e., decreasing bandwidth for the chan-
nels and equal segment lengths. In this category fall Juhn
and Tseng’s Harmonic Broadcasting (HB) [9], Paris, Carter
and Long’s Cautious Harmonic Broadcasting (CHB) [10],
Quasi-Harmonic Broadcasting (QHB) and Polyharmonic
Broadcasting (PHB) [11]. These schemes aim to reduce
the start–up latency and improve the bandwidth efficiency.
PHB has given the best performance, especially as far as
bandwidth efficiency is concerned. Typical storage require-
ments are near 40% of the video size and transmission band-



.....

.....

f4m

f4mf4m

f1m f2m f3m f4m f5m f6m

9 2 8 1 8 2

f4m f4m

f2m f2mf2m

f1m f3m f3mf1m f1m
f5m f5m f5m

f6mf6m

f1m f1m f1m f1m

f3m f3m
f2m

f2m f2m
f6mf6m

10

17

f2m

(a)

(b)

(c)

f5m f5m

Figure 1. An example of a video frame se-
quence, (a), (the numbers are the frame sizes)
and two alternative fragmentation options for
the same sequence. In (b) the broadcast se-
ries is f1; 1g and the aggregate peak is 10
units. In (c) the broadcast series is f1; 2g and
the aggregate peak is 17 units.

width are roughly 5 times the video consumption band-
width.

Until recently, all periodic broadcast techniques assumed
CBR encoded videos. Recently, [14] proposed a series of
multiplexing schemes for the periodic broadcast of VBR en-
coded video (VBR-B). Due to the significant rate variabil-
ity of VBR-encoded video, different fragmentation schemes
could lead to different aggregate traffic shape when mul-
tiplexing the periodically broadcast segments together, re-
sulting in different data loss rates. Figure 1 illustrates how
two alternative 2-segment broadcast schedules of the same
VBR video, result in substantially different aggregate traf-
fic patterns, depending on the particular lengths of the seg-
ments. Based on this observation, we will focus on a way
to generate multiple candidate fragmentations for the same
playout latency requirement. Subsequently, we will select
the fragmentation that minimizes the data loss that occurs
due to the limited broadcast link capacity.

3. Scope and Assumptions

In this paper we consider only simple VoD service. The
key requirement of VoD service is the ability for uninter-

rupted playout once playout of a video starts. We will not
investigate additional (VCR-like) operations such as fast-
forward/backward and pause. We note that one can always
trivially support VCR-like operations once the entire video
is stored on secondary storage.

We will consider the combined broadcast ofM videos,
withM in the range of 10 to 20 in order to correspond to ob-
served distributions of “hot set” videos. AllM videos are
multiplexed on the same broadcast physical link of band-
widthB (in Mb/sec). All videos have the same frame rateF
(in frames/sec). The frame sequence of each video is fully
known a-priori. Letfnm, n = 1; : : : ; Nm, m = 1; : : : ;M
stand for the number of bits in thenth frame of themth

video, whereNm denotes the total number of frames of the
mth video.

In its general form, the problem of the periodic broadcast
of VBR videos can be stated as follows: GivenM different
videos, characterized by their individual number of frames,
Nm, m = 1; : : : ;M and the actual per-video frame sizes
fnm, n = 1; : : : ; Nm we wish to fragment them for periodic
broadcast and transmit them over a link of capacity equal to
B Mb/sec.

Several constraints need to be satisfied for the broadcast
schedule construction: (a) the playout latency constraint for
videom should be less or equal towm seconds, (b) the num-
ber of segments videom is split into must be less or equal to
Km, and (c) the number of concurrently downloaded chan-
nels by the receiver must be less or equal toCm. Note that
Km limits the bandwidth allocated by a VoD server for the
m–th movie. Similarly,Cm limits the bandwidth necessary
for the receiver.

We claim that the objective of minimizing the client sec-
ondary storage requirements is of minor importance and it
will not be taken into consideration in this paper. Improve-
ments in storage capacities for magnetic hard disk drives
as well as the availability of re-writable optical disks allow
now the storage of an entire feature-length video. Instead,
we believe that the important restriction is that of the I/O
throughput of the secondary storage system.Cm can be
used to capture such an I/O throughput constraint.

We wish to derive a broadcast series for each of theM
videos. Them–th video broadcast series is represented by
fs1m; s

2
m; : : : ; s

Km

m g. Note thats1m = 1 and all othersim are
normalized relative tos1m. A common theme in the current
literature is to only consider integer values forsim. One
benefit of integersim appears to be the ability to express all
time durations as multiples of a basic unit (typicallys1m) and
hence reduce the complexity of keeping all the segments
synchronized with each other. We will thus maintain in this
paper the assumption of integersim.

Each segment is broadcast on a separatelogical channel.
The termlogical channelis used in VoD literature to capture
the use of a single physical broadcast link to convey multi-



ple flows of data. Hence, the link capacity is split into sev-
eral logical channels. The mechanisms through which the
sharing of the physical link is achieved will not be detailed.
However, note that in the case of CBR video and logical
channels of equal capacity, the mechanism required can be
straightforward Time Division Multiplexing (TDM). If the
logical channels are of different but constant bandwidths,
then a Fair Queueing scheduler could be used. In the case
of variable bandwidth per logical channel (as in the case of
VBR video), the sharing is achieved through statistical mul-
tiplexing. Depending on the scheme used, a corresponding
jitter absorption scheme is necessary at the receiver. Given
that the multiplexing we consider in this paper isbufferless,
no significant jitter absorption is necessary.

Finally, we note that in the construction of a periodic
schedule, there exist several choices for optimization cri-
teria, such as minimization of the server bandwidth, mini-
mization of the client buffer size etc. The objective we will
use is the minimization of overflow traffic beyond the link
capacity, when VBR traffic segments are aggregated. How-
ever, by committing to the minimization of data loss, the
schedule construction must still be able to capture all the
other relevant constraints, i.e., the ones stemming from the
synchronization between segments, and the hardware capa-
bilities of the server and clients. How this is accomplished
is explained in the next two sections.

4. Periodic Broadcast of VBR Video

We follow the definitions of [14] regarding the periodic
broadcasting scheme for VBR traffic. Each videom is di-
vided intoKm segments prior to broadcasting. The server
broadcasts

PM
m=1Km video streams simultaneously, one

per segment per video. Frames from
PM

m=1Km logical
channels are multiplexed into the single broadcast link with-
out buffering. Bits are lost whenever the aggregate broad-
cast traffic rate exceeds the link capacity. The server broad-
casts each video segment at a rateF frames per second, the
consumption rate of the videos.

A user waits until the next starting point of the first seg-
ment. At the next broadcast of the first segment the user
begins to receive and concurrently display frames from the
beginning of the segment. As with the CBR schemes, the
client downloads the remaining segments of the video ac-
cording to a specific download strategy [8, 7]. The choice of
the download strategy depends crucially on the client band-
width, on the number of channels,Cm, that can be simulta-
neously received by the client.

Part of the download strategy is that, if a segment size
is larger than the segment following it, the next segment
can always be downloaded to the disk in advance of being
needed for playout, resulting in overhead in terms of disk
space and disk bandwidth. In this sense, there exists an in-

herent conflict between start–up delay constraints and disk
space or disk bandwidth constraints. If these constraints are
tight, there may exist no schedule that simultaneously satis-
fies all of them.

4.1. Playout Latency

Next, we indicate how the playout latency depends on
the selected broadcast series. Letf s1m; s

2
m; :::; s

Km

m g be
a broadcast series for themth video. Without any loss of
generality, sets1m = 1. Let N i

m indicate the number of
frames in theith segment of themth video. The broadcast
series implies that the segment sizes are:

N i
m = sim �N1

m; i = 2; : : : ;Km;m = 1; : : : ;M: (1)

The size of the first video segment is therefore deter-
mined by:

N1
m =

NmPKm

i=1 s
i
m

: (2)

Given a particular fragmentation of the video, the play-
out latency, is bounded by the time it takes to start receiving
the first segment of the video, which in turn is equal to the
broadcast duration of the first segment. LetDm denote the
service latency for themth video. We have:

Dm =
N1
m

F
(3)

In general, for a broadcast seriesfs1m, s2m,. . . , sKm

m g
wheres1m = 1 the service latency is given by:

Dm =
Nm

(F
PKm

i=1 s
i
m)

(4)

According to our assumption, the fragmentation strategy
must guarantee a playout latency ofwm seconds maximum
for the users before they can watch a video of their choice.
From equation (4), we have:

Dm =
N1
m

F
=

Nm

F
PKm

i=1 s
i
m

� wm (5)

thus:
KmX
i=1

sim �
Nm

Fwm
(6)

Clearly, equation (6) provides a simple benchmark as to
whether a broadcast series satisfies the playout latency con-
straint.
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Figure 2. Block diagram of TAF.

4.2. Bufferless Multiplexing Data Loss

In the bufferless multiplexer model, bits are lost from the
video streams if the aggregate amount of traffic that arrives
at the link during frame timet exceeds the link’s capacity.
LetAt

i;m indicate the actual arrival bits sent by the stream of
the ith segment of themth video during frame timet. Let
At denote the total arrival bits sent by all of the

PM
m=1Km

streams. Then, we have the following:

At =

MX
m=1

KmX
i=1

At
i;m (7)

At
i;m = f jm (8)

where j is given by:

j =

i�1X
l=1

N l
m + (t mod N i

m) (9)

Notably,j stands for the index for the frame of themth

video that is sent during frame timet. Thus, loss occurs in
frame timet if:

At > B=F (10)

Let Ploss denote the long-run fraction of traffic loss, we
have:

Ploss = lim
T!1

PT
t=1(At �B=F )+PT

t=1At

(11)

Equation (11) provides the definition of the data loss
which is the quantity we wish to minimize. Note thatPloss
is defined in terms of data loss in units of bits. However, we
consider the bit loss ratio as a sufficiently accurate approxi-
mation for the packet loss ratio when the packets are small,
e.g. if ATM cells were to be used as the underlying means
of conveying the segments.

5. The Trace–Adaptive Fragmentation (TAF)

The Trace–Adaptive Fragmentation is summarized in the
block diagram of Figure 2. In the first stage, a number of

alternate fragmentations are found that satisfy the per-video
delay constraints. In the second stage, one fragmentation is
selected for each video in such a way that combined traffic
of all the videos under the selected fragmentations mini-
mizes the lost data. Note that in Figure 2 the input consists
of theCm,Km,wm andNm parameters for each one of the
M videos.Nm characterizes the corresponding video frame
sequence but the rest (Cm;Km; wm) are all constraints of
the VoD system. That is, at the first stage, the actual frame
sequence plays no role, except through its total number of
frames.

5.1. Continuity Constraint and Segment Sizes

The segments must be transmitted in such a relation to
each other that thecontinuity conditionholds. The conti-
nuity condition ensures that no starvation will occur at the
client once it starts to consume the video stream and until
the end of the video.

We know that the client can download the video data
from Cm(2 � Cm � Km) streams simultaneously. IfCm
is equal to 1, then all of the segments have to be equally-
sized in order to guarantee the continuity condition. Im-
mediately after the client process begins to download the
video segments, the user can start playing back the video at
its normal consumption rate ofF frames per second in the
order1 S1m � S2m � S3m : : : SKm

m .
We follow a similar approach taken by CCA [7], that is,

to receive and playback the data fragments, a client uses
Cm+1 service routines:Cm data loaders,L1; L2; : : : LCm ,
and one video player. A multi-threaded client multiplexes
itself among these routines. Each data loader can download
data at the consumption rate. The data segments are down-
loaded inGm rounds. During each round, each of theCm
loaders is responsible for downloading its respective data
segment in a certain transmission group, say therth group,
at itsearliestoccurrence. When the download of the current
group has been completed, the loaders proceed to download
the next transmission group, i.e.,(r + 1)th group, in the
same manner.

1Note thatSim is notation representing a set: the frames of thei–th
segment of them–th video, whilesim is an integer: the length of thei–th
segment of them–th video relative to segments1m = 1.



The solution we adopt operates by fragmenting each
video file intoKm segments and partitioning theKm seg-
ments further intoGm transmission groups, whereGm is
given by dKm=Cme. Each group containsCm segments
except for the last group that containsKm� (dKm=Cme�
1)�Cm elements. Specifically, thei–th transmission group

of themth video contains the segments fromS(i�1)Cm+1
m

up toSiCmm (inclusive).
Given the above definitions, the segment sizes in each

group possess the following properties:

1. a segment is greater or equal to the previous segment;

2. the size of the last segment of a group must be equal to
the size of the first segment of the next group;

3. the size of the segment in each group is an integer mul-
tiple of the size of the first segment of the group.

We now introduceX i
m to indicate the maximum segment

size for theith segment of themth video. X i
m represents

the maximum allowable length for a segment in order to
guarantee, that regardless when this segment starts relative
to all the other segments of the same group, it can provide
uninterrupted playout. The definition ofX i

m relies on the
knowledge of how much time is necessary for consuming
all the segments the precede it in the same group:

X i
m =

8>><
>>:

1 i = 1;
si�1m i mod Cm = 1;

s
Cmbi=Cmc+1
m + i mod Cm 6= 1:Pi�1
j=Cmbi=Cmc+1

sjm

(12)

for 2 � i � Km. (Note that,sCmbi=Cmc+1m , represents the
first segment of the group in which segmenti belongs.) In
fact, the definition ofX i

m restates the fragmentation princi-
ple of CCA [7] and its correctness can be proven using ex-
actly the same arguments as for CCA. The difference is that
theX i

m is only the upper bound on the length of a segment.
The correctness (continuity) holds even if the segments are
chosen to have length less than their correspondingX i

m. In
such case, starting to store the earliest occurrence of a seg-
ment may not be the most buffer–efficient approach, but we
are not concerned with the size of secondary storage at the
client. Overall, ifsim � X i

m, each segment is guaranteed to
have become available (started transmission) once or more
times while the preceding segments were being consumed.

For sim = X i
m, the scheme specializes to CCA. If in

additionKm = Cm, then the scheme specializes to the
the geometric broadcast seriesf1; 2; 4; : : :g which has been
used in the VBR-B scheme [14]. Furthermore, as in SB,
we can use a constantW to restrict the size of the largest
segment from becoming too large.W solves the so-called
big-segment problem. If a segment is larger thanW times

for i = 1; : : : ;Km do
sim = 1;
calculateX i

m per equation (12);
endfor
while s2m � X2

m do
if equation (6) satisfiedthen

outputsim8i // Feasible fragmentation.
endif
sKm

m = sKm

m + s
CmbKm=Cmc+1
m ;

for i = Km; : : : ; 2 do
if sim � X i

m then
if (i� 1) mod Cm = 1 then
si�2m = si�2m + s

Cmb(i�2)=Cmc+1
m ;

si�1m = si�2m ;
else
si�1m = si�1m + s

Cmb(i�1)=Cmc+1
m ;

for j = i; : : : ;Km do
calculateX i

m per equation (12);
sjm = si�1m ;

endfor
endif

else
break

endif
endfor

endwhile

Figure 3. Pseudocode for the generation of all
possible feasible broadcast series that guar-
antee the delay and continuity condition for
video m.

the size of the first segment, we force it to be exactlyW
units.

5.2. An Enumeration Algorithm

We present an enumeration algorithm which forms the
first component of the TAF scheme (Figure 2). The input of
the algorithm is parametersKm; Cm; Nm andwm and its
output are all feasible broadcast schedules that conform to
the playout latency and the continuity constraints. The enu-
meration starts with the base case where all segments are of
equal length. Very likely, such a configuration will fail with
respect to the delay constraints. The length of the segments
is increased gradually starting from the last segment. If the
last segment, even after increased to its maximum, cannot
satisfy the delay constraint, an increase of the second seg-
ment from the end can start. The process continues until it



s1m s2m s3m s4m s5m s6m Feasible?

1 1 1 1 1 1 No
1 1 1 1 1 2 No
1 1 1 1 1 3 No
1 1 1 1 2 2 No
1 1 1 1 2 3 No
1 1 1 1 2 4 No
1 1 2 2 2 2 No
1 1 2 2 2 4 No
1 1 2 2 2 6 No
1 1 2 2 4 4 No
1 1 2 2 4 6 No
1 1 2 2 4 8 No
1 1 3 3 3 3 No
1 1 3 3 3 6 No
1 1 3 3 3 9 No
1 1 3 3 6 6 No
1 1 3 3 6 9 No
1 1 3 3 6 12 No
1 2 2 2 2 2 No
1 2 2 2 2 4 No
1 2 2 2 2 6 No
1 2 2 2 4 4 No
1 2 2 2 4 6 No
1 2 2 2 4 8 No
1 2 3 3 3 3 No
1 2 3 3 3 6 No
1 2 3 3 3 9 No
1 2 3 3 6 6 No
1 2 3 3 6 9 No
1 2 3 3 6 12 Yes (F 1

m)
1 2 4 4 4 4 No
1 2 4 4 4 8 No
1 2 4 4 4 12 Yes (F 2

m)
1 2 4 4 8 8 Yes (F 3

m)
1 2 4 4 8 12 Yes (F 4

m)
1 2 4 4 8 16 Yes (F 5

m)

Figure 4. Example run of the enumera-
tion algorithm, for Km = 6; Cm = 3; F =
25 frames/s ; Nm = 40; 000 frames. F 1

m to F 5
m

are the five feasible fragmentations that sat-
isfy wm � 60 sec.

becomes necessary to increases2m to more than 2 (since, for
s2m = 3 � X2

m the continuity cannot hold).
The algorithm is presented in Figure 3. An example run

of the algorithm is shown in Figure 4 where only five fea-
sible solutions are found including the one that CCA con-
structs (F 5

m). We denote the set of feasible fragmentations
of them–th video asfF j

mg. The generation of the feasible
schedules (Figure 2) is performed independently for each
one of theM videos. Note that the set of feasible sched-
ules is potentially large. From Figure 4 we also extract the
instance (which fails the playout latency constraint) with
broadcast seriesf1; 2; 3; 3; 6; 6g and present it in Figure 5
to illustrate the temporal relation between the segments as
constructed by the first stage of the TAF scheme.

5.3. Loss Minimization

The next step is the selection of the optimal broadcast
schedule for each video, given the feasible schedules forM
videos (stage 2 of Figure 2). At this point, we can follow
a computationally expensive process of determining the ag-
gregate traffic of all possible combinations of feasible video
schedules to determine the one that minimizes the loss rate.
ForM videos, the combinations that need to be examined
are:

MY
m=1

jfF i
mgj (13)

This approach requires extensive computation (depend-
ing on the set of feasible solutions), especially if the compu-
tation of the data loss for each combination is computation-
ally expensive as well. Since all computation is performed
off–line, one can claim that processing power is not going
to be an issue. However, we can approximate the optimal
selection by picking for each video the feasible schedule
which results in the minimum peak rate. Thus, the aggre-
gation of all the individual schedules is likely to produce
traffic which has a small peak rate as well, and hence small
loss ratio when multiplexed. In the presented experiments
we use this particular approximation instead of the optimal
solution.

At this point we must note that the computation of the
data loss ratio of equation (11) can be simplified. Let:

~sm = LCMfs1m; s
2
m; : : : ; s

Km

m g (14)

~s = LCMf ~s1; ~s2; : : : ; ~sMg (15)
~N = LCMfN1

1 ; N
1
2 ; : : : ; N

1
Mg (16)

~T = ~s ~N: (17)

Due to the periodic nature of the broadcast strategy, the ag-
gregate traffic of the

PM
m=1Km segments is also periodic

with a period of~T frame times. To determine the data loss
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Figure 5. Example timing of the segments of the broadcast series f1; 2; 3; 3; 6; 6g generated for Cm =
3;Km = 6.

rate, we only need to observe the traffic during the first~T
frame times. According to the relationship among succes-
sive segment sizes expressed in equation (1), we observe
that:

LCM fN1
1 ; N

2
1 ; : : : ; N

K1

1 ;

N1
2 ; N

2
2 ; : : : ; N
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2 ; : : : ;

N1
M ; N

2
M ; : : : ; N

KM

M g =

LCM fs11 �N1
1 ; s

2
1 �N1

1 ; : : : ; s
K1

1 �N1
1 ;

s12 �N1
2 ; s

2
2 �N1

2 ; : : : ; s
K2

2 �N1
2 ; : : : ;

s1M �N1
M ; s

2
M �N1

M ; : : : ; s
KM

M �N1
Mg =

LCM f ~s1 �N1
1 ; ~s2 �N1

2 ; : : : ; ~sM �N1
Mg =

LCM f ~s1; ~s2; : : : ; ~sMg�
LCM fN1

1 ; N
1
2 ; : : : ; N

1
Mg =

~s ~N = ~T
(18)

Thus, to compare the packet loss rates of different frag-
mentations of the video files, we only need to calculate the
packet loss rate in the first~T frame times. Hence, given a
particular selection of broadcast series for each one of the
M videos we can produce an estimate of the data loss prob-
ability in timeO( ~T ).

In the calculation of the loss probability, the frame sizes
of the video traces are necessary, thus the need to include
the information aboutf im in the second stage of TAF (Fig-
ure 2). Therefore, the total space requirements for keeping
track of the frame sizes ifO(

PM
m=1Nm). Note that CBR

coded videos can be included trivially (f im = ct:) allowing
TAF to produce schedules for a mixture of VBR and CBR
coded videos.

6. Experimental Results

The approximation introduced in the previous section se-
lects for each video the feasible schedule that minimizes
the peak bitrate of the aggregated bandwidth (over all the
segments) for the specific video trace. The computational
complexity of identifying the per–video peak bitrate for a

given broadcast series isO(LCM(N1
m; N

2
m; : : : ; N

Km

m )),
which using the notation of the previous section, becomes
O(N1

m ~sm).
Figure 6 provides the peak bitrate found for each one of

10 example video traces of 40,000 frames each (see [13] for
the origin of the traces) depicting diverse material, includ-
ing feature movies, TV news, sporting events etc. The set of
feasible schedules explored were the ones produced in Fig-
ure 4. Observe that the peak bitrate depends drastically on
the selection of the feasible broadcast schedule. For exam-
ple, tracetalk 2 exhibits peak bitrates from a maximum
of 12.26 Mb/s (forF 4

m) down to almost half the maximum
at 6.19 Mb/s (forF 3

m). Notably, the broadcast series used
by CCA,F 5

m, provides the minimum peak bitrate for only
two of the ten examined traces.

The numbers in parentheses in Figure 6 are the client
peak bandwidth requirements. That is, the peak of the
aggregate traffic received by downloading simultaneously
Cm = 3 segments of the same group. It should be pointed
out that for VBR traffic, the peak experienced by a set-top
box depends on the random instant at which it started down-
loading. In other words, a set-top box does not necessarily
remain active downloadingCm channels forN1

m ~sm frame
times. In fact, the entire video can be completely down-
loaded in much lesser time. Thus, the reported peak bitrate
for a client is a worst–case unrealistic scenario. Neverthe-
less, Figure 6 clearly illustrates that reduced client band-
width is achievable by limiting the number of channels that
can be simultaneously downloaded.

It must be emphasized that in the presentation of the
experimental results we have taken a server–centric view.
Hence the selection criterion we apply for a broadcast
schedule is to exhibit the lowest peak bitrate. One can
use a client-oriented view which encourages the selection
of schedules that minimize the client download bandwidth.
We can see from Figure 6 that doing so (thus selecting
the schedules with the boldface parenthesized values) does
not always result in low bandwidth demands for the server.



Video F 1
m F 2

m F 3
m F 4

m F 5
m

mtv 1 14.84 (11.89) 10.14 (8.05) 10.15 (8.05) 16.48 (10.09) 10.02 (7.89)
mtv 2 11.32 (9.52) 9.85 (8.54) 9.85 (8.54) 14.31 (9.76) 10.27 (7.08)
race 12.54 (8.43) 11.11 (7.07) 10.48 (7.07) 16.71 (9.09) 10.99 (7.76)
talk 1 8.51 (6.01) 7.91 (5.38) 7.44 (4.91) 13.66 (7.14) 7.35 (5.43)
talk 2 7.79 (5.03) 7.17 (4.45) 6.19 (4.40) 12.26 (6.35) 6.86 (4.52)
simpsons 10.13 (6.90) 9.59 (6.92) 9.59 (6.92) 14.61 (8.14) 10.10 (7.25)
terminator 5.41 (3.50) 4.49 (3.02) 4.14 (3.02) 7.89 (4.57) 5.01 (3.21)
soccer 1 12.02 (8.88) 10.95 (7.07) 10.12 (7.07) 17.80 (9.81) 10.55 (6.67)
soccer 2 9.99 (8.35) 10.27 (7.35) 9.97 (7.36) 15.19 (9.23) 13.73 (8.76)
news 2 8.60 (6.96) 7.91 (5.71) 7.69 (5.71) 14.22 (8.37) 9.17 (6.78)

Figure 6. Peak aggregate transmission (reception) bitrate in Mb/sec of the multiplexed periodic broad-
cast traffic for each feasible schedule of Figure 4 for 10 video traces taken from [13]. The numbers in
boldface correspond to the minimum peak aggregate bitrate for each video over all the five feasible
fragmentations. ( wm � 60 sec ; Cm = 3;Km = 6; Nm = 40; 000 frames ; F = 25 frames/sec).

What is a good for the client set-top box is frequently not
good for the server.

Another angle to view the same results is to consider the
fact that given several feasible schedules, external factors
can be incorporated in the selection of the best schedule.
For example, in systems with heterogeneous set-top boxes,
it is possible to determine which fragmentation is better
used for which set-top boxes, possibly transmitting the same
video in two or more different fragmentation formats, one
for each set-top box technology.

6.1. Comparison of VBR-B and TAF

We conduct a comparison between TAF and VBR-B us-
ing the same set of 10 selected MPEG traces. However, to
provide a basis for the comparison, no limit on the number
of downloading channels is imposed (Cm = Km). We are
already aware that the search for feasible schedules of TAF
subsumes the schedules produced for VBR-B (geometric
series). At the same time, TAF uses an approximate search
(instead of the exhaustive search implied by equation (13).
Therefore, it is not at all clear whether the approximate TAF
performs consistently better than VBR-B. For this reason,
we perform a set of additional experiments comparing di-
rectly TAF and VBR-B.

The lower peak bitrate for TAF compared to that of
VBR-B is readily confirmed in Figure 7. The differences
are not always spectacular and they are sensitive to the par-
ticular video trace. However, once multiplexed on the same
link, the modest differences in peak bitrate on a per-video
basis compound resulting in distinctly different loss behav-
ior as Figure 8 reveals. Clearly TAF provides a performance
advantage in this environment.

Video VBR-B TAF

mtv 1 11.70 9.86
mtv 2 11.75 9.17
race 12.88 11.22
talk 1 9.51 7.33
talk 2 9.12 6.76
simpsons 11.41 9.06
terminator 5.90 4.55
soccer 1 13.48 10.32
soccer 2 12.76 10.44
news 2 10.45 7.86

Figure 7. Peak aggregate bitrate (in Mb/sec)
of the multiplexed periodic broadcast traffic
for VBR-B and TAF for 10 video traces taken
from [13] ( wm � 16:5 sec ; Cm = Km = 7; Nm =
40; 000 frames ; F = 25 frames/sec).



To determine the effect of server bandwidth on perfor-
mance (Figure 8), we varied the link capacityB between
50 Mb/sec and 85 Mb/sec while the maximum playout la-
tency,wm, was set to a borderline small value of 16.5 sec-
onds. The playout latency pushed the scheduling to its
limits forcing particularly small first segments and much
lengthier subsequent ones. Because the number of segments
was small,Km = 7, the limit valueW = 32 was used to
force VBR-B to not create too large segments and to match
exactly the playout latency objective. A similar interven-
tion on TAF did not prove necessary since it identified sev-
eral feasible schedules satisfying (or even exceeding) the
requirements of the playout latency constraint.

Similar to bufferless multiplexing, we can compare
VBR-B to TAF assuming buffered multiplexing at the
server. That is, all streams sent to the clients are fed to a
common buffer before transmission by the server. The re-
sults for this case are shown in 9. It is clear that for large
enough buffer size no appreciable loss is present, but at the
same time the arrival jitter at the clients can be increased.
Thus, we provide this example only to point out the flexi-
bility of TAF which is in all aspects similar to the flexibility
of VBR-B while providing better loss rate results. Note that
Figures 8 to 11 are plotted using log–scale for the y–axis to
capture the wide range of values over which the loss prob-
ability spans for even small changes in system parameters
(e.g. link capacityB). Hence, seemingly small differences
in Figure 9 between TAF and VBR-B are quite substantial
in terms of absolute numbers.

The Join-the-Shortest Queue prefetching scheme by
Reisslein and Ross in [12] can also be used by the server
to force the clients from any of the ongoing video streams
to prefetch video frames and to send the prefetched frames
to the buffers in the appropriate clients to fully utilize the
shared links’s bandwidth (when the link is idling due to
the VBR nature of the multiplexed video segments). It is
assumed that each stream has a virtual buffer and the one
with the shortest queue has the highest priority to prefetch
one more frame if the aggregated bandwidth is not cur-
rently over the shared links’ capacity. We refer the readers
to [12] for the details of the JSQ prefetching policy. Fig-
ure 10 presents the results produced by TAF and VBR-B
with the addition of the Join the Shortest Queue (JSQ) pol-
icy. Even in this case TAF has an advantage although its
potential for improvement is reduced w/ increasing virtual
buffer size. This is partly because of the more “compact”
aggregate traffic in the case of TAF compared to VBR-B.
That is, by avoiding extreme values in the required aggre-
gate bandwidth, TAF presents less opportunities to prefetch
using JSQ.

A final extension of the basic scheme is the inclusion of
Group of Picture (GOP) smoothing to the broadcast sched-
ule computation. Smoothing drastically reduces the vari-
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Figure 8. Comparison of the loss rate
for variable B between VBR-B and TAF.
The 10 videos of Figure 7 were used.
(wm � 16:5 sec ; Cm = Km = 7; Nm =
40; 000 frames ; F = 25 frames/sec).

ance of the aggregate bandwidth, and this in turn reduces
the differences of the peak bitrate of the different candidate
fragmentations for TAF. Thus the selection of the minimum
peak bitrate becomes less consequential to the loss rate per-
formance (Figure 11). Remarkably, even under settings that
smooth and “reshape” the traffic (such as buffered multi-
plexing, JSQ–prefetch and GOP–smoothing) TAF still pro-
vides a consistently better performance than VBR-B.

7. Conclusions and Future Directions

In this paper we consider the problem of periodic broad-
cast of VBR video for VoD systems. Given the a–priori
knowledge of the entire traffic and given the system objec-
tives we have approached the problem as essentially adeter-
ministicproblem, for which choice of an “optimal” broad-
cast schedule may be possible. In order to cope with the
many and conflicting performance objectives we have fo-
cused on the construction of broadcast schedules that satisfy
playout latency constraints and enforce a maximum number
of server and client channels. An enumerative process iden-
tifies broadcast schedules that satisfy the constraints. Sub-
sequently, the selection of a particular schedule is the result
of an optimization process which accounts for the VBR na-
ture of the transmitted video segments. The optimization
process appears currently to be computationally expensive,
and, as a result, we propose a fast approximation which has
been shown to outperform existing schemes in a variety of
settings.

The lesson learned is that the rigid fragmentation
schemes used in the past may not be the best choice given
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Figure 9. Comparison of loss rate between
VBR-B and TAF using buffered multiplex-
ing for variable shared buffer size at the
server. The 10 videos of Figure 7 were
used. (wm � 16:5 sec ; Cm = Km = 7; Nm =
40; 000 frames ; F = 25 frames/sec ; B =
38 Mb/sec).
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Figure 10. Comparison of loss rate for vari-
able virtual buffer size between VBR-B and
TAF using JSQ prefetching for the alloca-
tion of the spare bandwidth after multiplex-
ing. The 10 videos of Figure 7 were used.
(wm � 16:5 sec ; Cm = Km = 7; Nm =
40; 000 frames ; F = 25 frames/sec ; B =
38 Mb/sec).
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Figure 11. Comparison of loss rate for vari-
able B between VBR-B and TAF using GOP–
smoothing over periods equal to a single GOP
(12 frames). The 10 videos of Figure 7 were
used. (wm � 16:5 sec ; Cm = Km = 7; Nm =
40; 000 frames ; F = 25 frames/sec).

the high variability of VBR traffic. Future research in this
direction will focus on the reformulation of the optimiza-
tion problem in a manner that will allow better insight in
terms of a fast solution technique. In the meantime, several
heuristics will be tried for the selection of the best fragmen-
tation such as heuristics for minimizing the variability of
the aggregated segments. We are also exploring techniques
to support interactive VCR–like operations and to support
potentially heterogeneous clients/set–top boxes.
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